Location-based effects underlie feature conjunction benefits in visual working memory
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Studies of visual working memory (VWM) have reported that different features belonging to the same object (conjunctions) are better retained than the same features belonging to spatially separated objects (disjunctions). This conjunction benefit has been taken as evidence for the theory that VWM representations are object-based. However, compared to separate features, conjunctions also occupy fewer locations. Here we tested the alternative hypothesis that the conjunction benefit reflects a spatial-based rather than an object-based advantage. Experiment 1 shows a clear VWM conjunction benefit for spatially laid out displays of memory items. However, when the same items were presented sequentially at one location (i.e., location was noninformative), memory performance was equivalent for conjunction and disjunction conditions. Experiment 2 shows that only when the probe carries spatial information (i.e., it matches the location of the memory item) does a conjunction benefit occur. Taken together, these results put important boundaries on object-based theories of VWM.

Introduction

Visual working memory (VWM) allows the human cognitive system to temporarily retain visual information that is relevant for ongoing tasks. Ever since the hypothesized visuospatial sketchpad of Baddeley and Hitch (1974), spatial location has been thought to be a fundamental dimension of VWM, as it anchors visual features such as color and shape. Consistent with this, spatial location has proven to be a powerful retrieval cue for extracting other remembered visual information (Dell’Acqua, Sessa, Toffanin, Luria, & Jolicœur, 2010; Richardson & Spivey, 2000; Spivey & Geng, 2001; Theeuwes, Kramer, & Irwin, 2011). In the current study we argue that this fundamental role of location may underlie what is known as the object-based benefit in VWM, which is the finding that the net memory performance for conjunctions of visual features is better than for those same features remembered separately.

The capacity of VWM has been investigated using change detection tasks (e.g., Luck & Vogel, 1997;
Phillips, 1974; Vogel, Woodman, & Luck, 2001) and recall tasks (e.g., Fougnie & Alvarez, 2011; Prinzmetal, Amiri, Allen, & Edwards, 1998; Zhang & Luck, 2008). With these paradigms, previous studies have repeatedly demonstrated that the capacity of VWM is limited, which puts important constraints on human performance in various cognitively demanding tasks (for review, see Baddeley, 1992) and can predict individual differences in fluid intelligence (Fukuda, Vogel, Mayr, & Awh, 2010). Importantly, research has suggested that by binding individual features into integrated objects, the VWM capacity limit can effectively be increased, as the whole becomes less than the sum of its parts (Awh, Barton, & Vogel, 2007; Fougnie, Cormiea, & Alvarez, 2013; Luck & Vogel, 1997; Olson & Jiang, 2002; Vogel et al., 2001; Xu, 2002a, 2002b, 2006).

This idea of an object-based benefit in VWM is largely based on two types of experiments. In an earlier demonstration, Luck and Vogel (1997) found that memory performance was virtually the same when participants were required to remember all features of multiple-feature objects (e.g., color and orientation) versus only one of the features for each of those objects (e.g., color or orientation). However, several researchers have argued that this result might also have represented independent feature spaces, each with its own storage capacity (Magnussen, Greenlee, & Thomas, 1996; Wheeler & Treisman, 2002). Consistent with the idea of independent feature stores theory, Fougnie and Alvarez (2011) found that the successful recall of an object-defining feature does not hinge on the successful recall of other object-defining features (see also Fougnie et al., 2013). Our recent work also indicates that there is little cross-dimensional interference in VWM, indicating that different visual features may tap into separate VWM capacities (Wang, Cao, Theeuwes, Olivers, & Wang, 2016; Wang & Wang, 2014).

A second line of studies (Olson & Jiang, 2002; Xu, 2002a, 2002b, 2006) has looked at memory performance for features when they belong to the same object (referred to as the “conjunction” condition by Xu, 2002a; see Figure 1A for an example), as compared to the exact same number of features when they belong to different objects (referred to as the disjunction condition by Xu, 2002a; see Figure 1B for an example). These studies have consistently found superior memory performance for conjunctions over disjunctions of features, a result that would not be predicted by completely independent feature stores. Arguably, the conjunction benefit is therefore providing the strongest evidence so far for the integration of features into object-based representations in VWM.

The conjunction versus disjunction comparison as a proxy for object-based representations is, however, not without problems. One potential confound is the fact that separated features are spread across more locations than combined features. Of course, the spatial conglomeration of features is one of the characteristics of an object. Yet, the fact that separated features also occupy more locations is not trivial, especially when we take into account that locations are often used for binding, and subsequent retrieval of memories (as alluded to earlier in Dell’Acqua et al., 2010; Richardson & Spivey, 2000; Spivey & Geng, 2001; Theeuwes et al., 2011). Crucially, such binding of features to a location does not necessarily mean that the features themselves are also bound to each other into a single object. There may be separate feature stores, but within each store, the features are remembered in relation to a location. Compared to disjunction conditions, in conjunction conditions there are fewer associated locations to remember, and thus, the chances of overloading VWM is reduced, with higher performance as a consequence. That is, the conjunction benefit previously attributed to integrated object encoding may actually be a location-based benefit.

To test the hypothesis that any object-based benefit for conjunctions is a location-based benefit, Experiment 1 assessed memory performance for conjunctions and disjunctions where these were presented in either the standard spatial layout in which each was presented at its own location (and thus, the number of locations doubled from conjunction to disjunction conditions), or where conjunctions and disjunctions were all presented sequentially at the same location (and thus, location information did not differ across conjunction and disjunction conditions). The results show a clear conjunction benefit when location information is available, but no such benefit when location is non-informative. Experiment 2 replicated and extended this main finding by showing that the location-based benefits for conjunctions hold even when sequential presentations are used for all tasks, and by showing that these benefits occur only when location information is available at retrieval.
Experiment 1: Conjunction benefits disappear when location becomes irrelevant

To test the hypothesis that spatial location contributes to memory for feature conjunctions, Experiment 1 compared two different spatial layouts. In the multiple-location layout, all memoranda were presented simultaneously, each with its own location. The probe was also presented at one of these locations. In the single-location layout, all memoranda were presented sequentially at the same central location. The probe was then also presented at this central location. Thus, location provided a useful anchor for binding feature information only in the multiple-location layout. If the conjunction benefit is indeed location-based, then the prediction is that such benefits only occur in the multiple-location layout. To increase the generality of our findings, this was tested across two different stimulus types, both of which are illustrated in Figure 1. In Experiment 1A we used mushroom-like stimuli in which color and orientation were represented in different parts of the same object (Xu, 2002a). In Experiment 1B we used colored arrowhead stimuli in which color and orientation were contained in an object consisting of only one part (Fougnie et al., 2013).

Method

The research protocol reported for this study was approved by the Institutional Review Board of Center for Cognition and Brain Disorders at Hangzhou Normal University, and all participants gave written informed consent.

Participants

Participants in this and all subsequent experiments were recruited from the local community. They all reported normal color vision, and normal or corrected-to-normal visual acuity, and would gain monetary compensation (40 yuan/hour) for their participation. Eight adults (five women, three men; mean age: 21.4 years) took part in Experiment 1A and another group of eight adults (two women, six men; mean age: 24.9 years) took part in Experiment 1B.

Apparatus

Each experiment was conducted in a dimly lit laboratory. The stimuli were presented against a gray background (17.1 cd/m²) on a 21-in. CRT monitor, at a viewing distance of 71 cm (maintained by using a chinrest). Stimulus presentation and response registration were controlled by custom scripts written in Python.

Stimuli

Mushrooms and colored arrowheads were used as memory items in Experiments 1A and 1B, respectively. Mushrooms: In the conjunction condition, to-be-memorized items were five mushroom-like stimuli, with the cap subtended 1.5° × 0.5° and the stem subtended 1° × 0.5° (see Figure 1A). The cap colors were randomly selected from six near-equiluminant colors (range: 64.98–69.64 cd/m²), evenly distributed along a circle in the CIE L*a*b* color space (centered at L = 70, a = 5, b = 0, with a radius of 60). The mushroom stems were black and were in one of seven orientations (15°–165°, in 25° steps). Mushroom caps and stems were detached in the disjunction condition, so the total number of feature values in the sample display was still 10 (see Figure 1B).

Colored arrowheads: In the conjunction condition, to-be-memorized items were five colored arrowheads, with sides measuring 1°, 1.92°, and 1.92° (see Figure 1C). Each arrowhead had a randomly chosen orientation (10°–325°, in 45° steps) and a randomly selected color (without replacement) from the same set of colors used for mushrooms. In the disjunction condition, half of the to-be-memorized items were filled color disks with a radius of 1°, and the other half were black arrowheads (see Figure 1D). The color of the disks and the orientation of arrowheads were randomly chosen from the same set of colors and orientations as in the conjunction condition.

Design

Both the multiple-location and single-location layouts were tested in Experiments 1A and 1B. Each had a conjunction condition and a disjunction condition. In the conjunction condition, to-be-memorized items were defined by both color and orientation, whereas in the disjunction condition to-be-memorized items were defined by either color or orientation. The total number of feature values was the same across these two conditions. If objects do benefit the memory of features, memory performance should be higher for the conjunction condition. If not, then memory performance should be the same for conjunction and disjunction conditions.

The present experiments adopted a 2 (spatial layout: multiple locations vs. single location) × 2 (condition: conjunction vs. disjunction) within-subject design. All experimental cells were tested with a block of 160 trials and their sequence was counterbalanced across participants.
Procedure

The sequence of events of a single trial in the multiple-location and the single-location layouts are illustrated in Figure 2A and B, respectively. Each trial began with the presentation of a fixation cross for 1000 ms. The sample display was then presented for 1000 ms, followed by a retention interval of 1000 ms and a probe display. After an intertrial interval (ITI) of 500 ms, the next trial started. Both layouts imposed no time pressure.

In the multiple-location layout, to-be-memorized items were presented on the sample display simultaneously for 1000 ms, with their locations randomly selected from an invisible 4×4 grids that measured 12°×12°. To prevent adaptation, the stimuli were not always presented at the center of the grids, but were randomly jittered by 0.4° in both horizontal and vertical directions on each trial. Only one item (probe) was presented in the probe display and participants were asked to indicate if it was the same as the item presented at the same location in the sample display, by pressing the “z” (same) or “/” (different) key on a standard QWERTY keyboard.

In the single-location layout, to-be-memorized items were presented sequentially at the center of the display. The total duration of the sample display was still 1000 ms. To equate the length of the sequences, each item was presented twice as long in the conjunction condition (200 ms) as in the disjunction condition (100 ms). If anything, this manipulation should contribute further to a conjunction benefit. Unlike the multiple-
location layout, the probe was presented at the center of the display and participants indicated whether it had been presented in the sample display, by pressing the “z” (yes) or “/” (no) key.

The probe was presented as a conjunction in the conjunction condition, and as a disjunction in the disjunction condition. In both layouts, on 50% of the trials (change trials), the probe randomly assumed either a new color or a new orientation.

Analysis

The main dependent measure was change detection sensitivity, as computed through $d'$, expressed as $d' = z(H) - z(F)$, where $H$ is the hit rate (the proportion of trials in which participants reported a change where indeed a change had occurred) and $F$ is the false alarm rate (the proportion of trials in which participants reported a change where no change had happened). We note that the pattern of results also held when percentage correct was analyzed.

Results

Figure 3 shows the data of the mushrooms (Experiment 1A), colored arrowheads (Experiment 1B), as well as the combined results. Participants’ change detection sensitivity ($d'$) was entered in a repeated measures ANOVA, with variables Spatial Layout (multiple-location vs. single-location) and Condition (conjunction vs. disjunction) as within-subject factors, and Experiment (1A vs. 1B) as a between-subjects factor. A significant main effect was observed for condition, $F(1, 14) = 67.9, p < 0.001$, partial $\eta^2 = 0.83$, while there was a trend towards an effect of spatial layout, $F(1, 14) = 3.73, p = 0.074$, partial $\eta^2 = 0.21$. Here sensitivity was higher in the conjunction condition and multiple-location layout.

Importantly, the two-way interaction between Spatial Layout and Condition was statistically reliable, $F(1, 14) = 22.6, p < 0.001$, partial $\eta^2 = 0.62$. Planned follow-up comparisons revealed that the $d'$ was higher for conjunctions than for disjunctions in the multiple-location layout, $F(1, 14) = 125.41, p < 0.001$, partial $\eta^2 = 0.9$, but not in the single-location layout, $F(1, 14) = 2.43, p = 0.142$, partial $\eta^2 = 0.15$. These comparisons showed the same pattern of results when the experiments were analyzed separately. For mushrooms (Experiment 1A), $d'$ was higher for conjunctions than for disjunctions in the multiple-location layout, $t(7) = 5.23, p = 0.001$, but not in the single-location layout, $t(7) = 0.72, p = 0.496$ (see Figure 3B). For colored arrowheads (Experiment 1B), $d'$ was also higher for conjunctions than for disjunctions in the multiple-location layout, $t(7) = 9.91, p < 0.001$, but not in the single-location layout, $t(7) = 1.97, p = 0.09$ (see Figure 3C). That said, as can be seen from Figure 3B and C, the pattern of results was overall stronger for the mushrooms than for the arrowheads, especially in the multiple-location layout, which resulted in condition by experiment, spatial layout by experiment, and condition by spatial layout by experiment interactions, all $Fs > 9.17, all ps < 0.009$.

Discussion

In the multiple-location layout, memory performance ($d'$) was higher for conjunctions than that for separate features. This replicates the conjunction benefit reported in previous studies (Fougnie et al., 2013; Olson & Jiang, 2002; Xu, 2002a, 2002b). However, when the to-be-memorized items were all
presented at the same single location, and thus location was noninformative, memory performance was equivalent across the conjunction and disjunction conditions. These results suggest that what has previously been interpreted as an object-based benefit in VWM may actually be a location-based benefit for feature conglomerates relative to individual features presented at separate locations.

One might object that the multiple-location and single-location layouts differed in more ways than the spatial layout of the items. In the single-location layout, the items were presented sequentially, which may have led to different encoding and retrieval strategies. One specific alternative explanation is that exactly because all conjunctions were presented at the same location in the single-location layout, observers had trouble encoding or maintaining the correct feature combinations in an integrated object representation, or such representations might be more easily overwritten by the next item. The fact that all features came from the same source (whether belonging to the same or to a different object), may have led to interference and misbinding within VWM. A further contributing factor here might be that on average conjunctions are more similar to each other (i.e., more likely to share at least one feature), and that this may have led to misbinding especially in the sequential condition. Finally, the sequential presentation in the single-location layout went with shorter exposure durations for each item, and it could be that the conjunction-based benefit disappeared because of this. Experiment 2 was designed to remedy this by comparing conditions in which all the items were presented sequentially.

Experiment 2: Location-based benefits for sequential presentations

In the newly added conditions of Experiment 2, all items were presented sequentially. Moreover, regardless whether features were presented in conjunctions or disjunctions, all items were given their own location. Importantly, the only thing we varied between conditions was the location of the probe item. In the informative-location layout, the probe was at the same location as the memorized item it was probing. In the noninformative-location layout, the probe was always presented at the center, a location never occupied by any memorized item. Thus, up to the probe phase all conditions were the same in terms of spatial information. The only difference was whether this location information was useful or not at probing. If observers store conjunctions as integrated object representations, then a benefit should emerge for the conjunction condition relative to the disjunction condition regardless of the probe location. The location-based account, however, predicts something different: If spatial location aids in retrieving stored feature information—as has been suggested by many previous findings (Dell'Acqua et al., 2010; Richardson & Spivey, 2000; Spivey & Geng, 2001; Theeuwes et al., 2011)—then we should observe a benefit for conjunctions only in the condition where location is informative at probing. Furthermore, if the results of Experiment 1 were due to any confound derived from an unfair comparison between the multiple-location and single-location layouts, then we should observe no location-based benefits here, whether location was useful at probing or not. As in Experiment 1, we tested these hypotheses for two sets of stimuli, mushrooms (Experiment 2A) and arrowheads (Experiment 2B). Furthermore, Experiment 2 also included the exact same layouts and conditions as Experiment 1, to check if we could replicate our original results.

Method

Participants

Eight adults (five women, three men; mean age: 19.3 years) took part in Experiment 2A and another group of eight adults (seven women, one man; mean age: 19.9 years) took part in Experiment 2B.

Apparatus and stimuli

The apparatus and stimuli were the same as Experiment 1.

Design

All spatial layouts and conditions of Experiment 1 were replicated. Together with the newly added spatial layouts, each experiment tested a total of four spatial layouts: multiple-location, single-location, informative-location, and noninformative-location. Each layout had the conjunction and disjunction conditions in which each condition was tested with a block of 160 trials. The layouts and conditions were counterbalanced across participants. Mushrooms were used in Experiment 2A, and colored arrowheads were used in Experiment 2B.

Procedure

The procedures of the multiple-location and single-location layouts were the same as those in Experiment 1. For the newly added informative-location and noninformative-location layouts (see Figure 4, for an illustration), the to-be-memorized items were presented...
sequentially for a total duration of 1000 ms, and each item was presented for 200 ms and 100 ms for the conjunction and disjunction conditions, respectively. In the informative-location layout, one probe was presented at the same location as the memorized item it was probing. Participants indicated if the probe was the same as this memorized item it was probing, by pressing the “z” (same) or “/” (different) key. In the noninformative-location layout, however, the probe was always presented at the center of the display, rendering the location of the to-be-memorized items irrelevant. Participants indicated if the probe had been presented, by pressing the “z” (yes) or “/” (no) key. On change trials, either the color or the orientation would be changed into a value that was not present in the display.

Results

The multiple-location and single-location layouts replicated the findings of Experiment 1. The results of these conditions are summarized in the Appendix. Here we focus on the results of the two newly added sequential presentation conditions (informative-location and noninformative-location).

Figure 5 shows the data of the mushrooms (Experiment 2A), colored arrowheads (Experiment 2B), as well as the combined results. As in Experiment 1, $d'$ was entered in a repeated measures ANOVA, with variables Spatial Layout (informative location vs. noninformative location) and Condition (conjunction vs. disjunction) as within-subject factors, and Experiment (2A vs. 2B) as a between-subjects factor. A
significant main effect was observed for condition, $F(1, 14) = 16.96, p = 0.001$, partial $\eta^2 = 0.55$, with a higher $d'$ observed in the conjunction condition. No interactions involving experiment were observed, all $F$s < 1.45, all $p$s > 0.25. Importantly, two-way interaction between Spatial Layout and Condition was very reliable, $F(1, 14) = 8.89, p = 0.01$, partial $\eta^2 = 0.39$. Planned follow-up comparisons revealed that the $d'$ was higher for the conjunction condition relative to the disjunction condition in the informative-location layout, $F(1, 14) = 31.2, p < 0.001$, partial $\eta^2 = 0.69$, but not in the noninformative-location layout, $F(1, 14) = 0.53, p = 0.477$, partial $\eta^2 = 0.04$. These comparisons showed the same pattern of results when the experiments were analyzed separately. For mushrooms (Experiment 2A), $d'$ was reliably higher for the conjunction condition relative to the disjunction condition in the informative-location layout, $t(7) = 3.26, p = 0.014$, but not so in the noninformative-location layout, $t(7) = 0.09, p = 0.93$ (see Figure 5B). For colored arrowheads (Experiment 2B), $d'$ was higher for the conjunction condition relative to the disjunction condition in the informative-location layout, $t(7) = 4.68, p = 0.002$, but not in the noninformative-location layout, $t(7) = 0.86, p = 0.419$ (see Figure 5C).

**Discussion**

Experiment 2 replicated the main findings of Experiment 1: If location information is available at probing, a memory benefit emerges for conjunctions over disjunctions of features. If no such location information is available, performance for conjunctions drops down to the level of disjunctions. Importantly, this pattern emerges regardless of whether items are presented simultaneously or sequentially. Moreover, Experiment 2 shows that only when the probe contains useful spatial information (i.e., it matches the location of the memory item) does a conjunction benefit occur.

The present experiments successfully replicate earlier studies showing that memory performance is better for conjunctions of features than for the same number of features presented separately (Fougnie et al., 2013; Olson & Jiang, 2002; Xu, 2002a, 2002b, 2006). It is important to note, however, that our results also suggest that this conjunction benefit should not be taken as evidence that conjunctions are stored as integrated objects and are thus stored more efficiently than loose features (Xu, 2002a, 2002b). Instead, the conjunction benefit appears to stem from the fact that for conjunctions, the features are bound to fewer locations than for disjunctions. The evidence for this conclusion comes from Experiment 1, which showed that the conjunction benefit disappeared when all stimuli were presented sequentially at the same location (and thus, location becomes uninformative). Experiment 2 showed that this was not due to the sequential presentation of stimuli per se, since the conjunction benefit returned when location information was added to sequential presentations. All these effects were replicated for both multipart objects (mushrooms) and single-part objects (arrowheads). Taken together, these observations demonstrate that conjunction benefits per se do not provide evidence for object-based benefits. Rather, they appear to reflect location-based benefits.
This conclusion is further supported by the finding that conjunction-based benefits only occurred when location information was available at retrieval, as Experiment 2 demonstrated. Spatial separation during encoding and maintenance did not result in any conjunction benefits, unless participants could make use of this information during the probe. This means that whatever representation was instantiated during encoding and maintenance, it did not in itself benefit from the fact that its features belonged to the same object. This is not what is expected if object-based representations are more efficient, or suffer less from interference, as such benefits should occur regardless of the location of the probe object, and should play out most during encoding and maintenance. Instead, the fact that conjunction benefits occurred only when the location information was useful at retrieval is consistent with earlier evidence that locations is used as a cue to access stored feature information (Dell’Acqua et al., 2010; Theeuwes et al., 2011).

Multiple-part objects and disjunctions

Location-based benefits may also explain the finding that objects consisting of two separate (i.e., nonintegrated) parts that share the same location are better remembered than the same parts at different locations (Fougnie, Asplund, & Marois, 2010; Xu, 2002b). An exception is a study by Lee and Chun (2001), which involved an experiment in which the features of conjunctions could either overlap in space or not. They found that sharing a location did not benefit memory performance, and concluded that VWM capacity is determined by the number of conjunctions, rather than the number of locations. However, as pointed out by Xu (2002b), the conjunctions with overlapping features as used by Lee and Chun (2001) were visually more complex than the conjunctions with nonoverlapping features; this may have masked any location benefit for VWM. By eliminating this potential confound, Xu (2002b) found that memory performance was better for overlapping features compared to when they occupied separate locations.

Interestingly, Xu (2002b) also found an additional benefit for objects consisting of fully integrated features over objects consisting of two separate parts. For example, memory performance was better for colored bars (orientation and color integrated), than for black bars plotted on colored disks (orientation and color as different parts). This result could be interpreted as an integrated object benefit after all. We cannot exclude this possibility, but one could argue that the spatial representation of features also differs when they are integrated into one part relative to when they are represented across two parts. Integrated objects truly occupy a single location. Separate parts could be argued to occupy separate locations in either two-dimensional or (when overlapping) three-dimensional space. The idea would then be that the closer together the features are in space (whether or not they belong to the same object), the easier they are to retrieve at test. Direct evidence for this comes from Xu (2006). In experiment 1 of her study, she systematically varied the distance between the parts of two-part objects (i.e., lollypop-like combinations of a colored disk and an oriented stem) and found that memory performance deteriorated with increasing distance.

A role for object representations and feature binding

We cannot completely exclude the possibility that memory storage and retrieval here is mediated by object representations. One might argue that the features of a conjunction are stored as an object through their common location—that is, location acts as the common representation or pointer to which the separate features are then bound. The features are not integrated as such (i.e., they are not bound to each other), but connect to a common location representation. The observed conjunction benefits in the multiple-location and informative-location layouts then occur through location-mediated retrieval of the associated features. One could still interpret such a location-mediated feature binding as an object representation. Add to this the fact that the probe was different across the conjunction and disjunction conditions (i.e., a conjunction in the conjunction condition and a disjunction in the disjunction condition),2 which might have interacted differentially with location information. Specifically, one might argue that feature binding was required in the conjunction condition, but not in the disjunction condition. If such feature binding requires location information, as per the above argument, then the conjunction condition may favor the use of location information more than the disjunction condition. However, we argue that even if such location-mediated feature binding mechanisms play a role, they still imply a fundamental role for location information in producing conjunction benefits.

A role for object-based representations

Our claim is that the conjunction benefit in VWM is at least partly due to common location coding. This does not mean that object-based representations play no role in VWM. Using a redundancy gain paradigm (Miller, 1982), previous work has revealed perceptual benefits stemming from coactivation of features that
belong to the same object (Feintuch & Cohen, 2002), resulting in faster response times (RTs) if an object contains multiple target features. Saiki (2016) examined if this also holds for RTs to the probe in a VWM task. In his task, two color–shape conjunctions were first presented and participants then reported whether a probe contained any of the features shown in the sample display. The results revealed faster responses to the probe when it shared all the features with a shown color–shape conjunction than when it shared only one. Importantly, this redundancy gain was observed regardless of whether the probe appeared at the location of the probed color–shape conjunction or not. Saiki (2016) concluded that “a shared location is necessary in the formation of bound representations but unnecessary in their maintenance” (p. 178), implying integrated object-based representations that are independent of location. Saiki’s findings can also be explained in terms of a retrieval-induced code conflict in episodic memory, in the condition in which only one feature is shared (Keizer et al., 2008; van Dam & Hommel, 2010). When some, but not all, features of an object are repeated, they may trigger the retrieval of all features associated with the stored memory trace, which then conflicts with the presented feature(s). This code conflict brings up a performance cost in terms of RTs, which does not depend on the location of the maintained object (Keizer et al., 2008). This too represents some form of integration, but it remains to be seen whether such slower episodic retrieval (as expressed in slight increases in RTs) also explains proper memory errors when a feature cannot be retrieved at all. In any case, evidence for integrated representations per se, including Saiki’s (2016) findings does not undermine the present conclusion that location information benefits the maintenance and retrieval of object features.

Integrated representations may also play a strong role in representing familiar, everyday objects. For understandable reasons, studies on VWM tend to use artificial stimuli with ad hoc combinations of features, like colored bars, arrowheads or combination of disks and line segments. These features are then used again and again in different combinations from trial to trial. It may well be that such ad hoc combinations induce separate rather than integrated storage of features, if only to prevent proactive interference from previous combinations. We believe that this is likely to be different for everyday objects, as these are more likely to be stored as part of integrated conceptual units in long-term memory. In fact, for such objects it may sometimes be difficult to access the separate features they consist of (e.g., Melcher, 2001; Rensink, 2000). Both working memory capacity and working memory processing times appear to differ for everyday objects compared to more abstract ad hoc feature combinations (e.g., Alvarez & Cavanagh, 2004; Brady, Konkle, Oliva, & Alvarez, 2009; Chun & Potter, 1995; Luck & Vogel, 1997; Melcher, 2001, 2006; Perez, Vogel, Luck, & Kappenman, 2012; Potter, 1976; Vogel et al., 2001; Vogel, Woodman, & Luck, 2006; Zhang & Luck, 2008), and may thus differ also in terms of how features are represented. It would therefore be interesting to see if for everyday objects, an object-based benefit occurs over and above a location-based benefit.

To conclude, we argue that conjunction benefits in VWM may in fact reflect location-based benefits, and as such do not provide evidence for object-based representations in VWM. Together with the evidence that other classic findings for object-based benefits (Luck & Vogel, 1997) can be explained through independent feature stores (Fougnie & Alvarez, 2011; Wheeler & Treisman, 2002), this means that very little evidence for object-based benefits in VWM is left, at least for the abstract stimuli frequently used to test VWM capacity.

**Keywords:** visual working memory, feature, conjunction, object-based benefit, location-based benefit
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**Footnotes**

1 Luck and Vogel (1997, experiment 5) tried to control for this by showing that memory performance was constrained only by the number of visual items, even when they were constructed with feature values from the same dimension (color). However, this result has not been replicated, as others have found consistent degradation in performance when object features were drawn from the same dimension (Delvenne & Bruyer, 2004; Olson & Jiang, 2002; Wheeler & Treisman, 2002; Xu, 2002a).

2 We thank a reviewer for pointing out these issues. We chose this design following Xu (2002a, 2002b),
which we wanted replicate, as this formed the basis of our study. The crucial finding was that indeed, when location was useful, we indeed replicated Xu's (2002a, 2002b) conjunction benefit, but when location information was no longer relevant, this conjunction benefit disappeared.
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# Appendix

## Results of the multiple-location and single-location layouts tested in Experiment 2

Figure A1 shows the data of the mushrooms (Experiment 2A), colored arrowheads (Experiment 2B), as well as the combined results. Participants’ change detection sensitivity ($d’$) was entered in a repeated-measures ANOVA, with variables Spatial Layout (multiple locations vs. single location) and Condition (conjunction vs. disjunction) as within-subject factors, and Experiment (2A vs. 2B) as a between-subjects factor. A significant main effect was observed for Spatial Layout, $F(1, 14) = 64.83, p < 0.001$, partial $\eta^2 = 0.82$, Condition, $F(1, 14) = 16.36, p = 0.001$, partial $\eta^2 = 0.54$, and Experiment, $F(1, 14) = 11.34, p = 0.005$, partial $\eta^2 = 0.45$. Sensitivity was higher in the conjunction condition and multiple-location layout, and mushrooms led to overall worse performance compared to colored arrowheads. No interactions involving Experiment were observed, all $Fs < 1.06$, all $ps > 0.32$.

Importantly, the two-way interaction between Spatial Layout and Condition was again reliable, $F(1, 14) = 9.02, p = 0.009$, partial $\eta^2 = 0.39$. Planned follow-up comparisons revealed that the $d’$ was higher for the conjunction condition relative to the disjunction condition in the multiple-location layout, $F(1, 14) = 18.29, p = 0.001$, partial $\eta^2 = 0.57$, but not in the single-location layout, $F(1, 14) = 1.91, p = 0.189$, partial $\eta^2 = 0.12$. As in Experiment 1, these comparisons showed the same pattern of results when the experiments were
analyzed separately. For mushrooms (Experiment 2A), $d'$ was reliably higher for the conjunction condition relative to the disjunction condition in the multiple-location layout, $t(7) = 3.54, p = 0.01$, but not so in the single-location layout, $t(7) = 0.81, p = 0.446$. For colored arrowheads (Experiment 2B), $d'$ was higher for the conjunction condition relative to the disjunction condition in the multiple-location layout, $t(7) = 3.0, p = 0.02$, but not in the single-location layout, $t(7) = 1.12, p = 0.299$. 

Figure A1. Mean memory performance ($d'$) for the mushroom and colored arrowhead data combined (A), the mushroom data separately (B), and the colored arrowhead data separately (C) in Experiment 2 were shown separately. Error bars denote ± 1 SEM.